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In this paper, we examine the dynamics of reaction-diffusion systems with fractional time derivatives. It is
shown that in these conditions diffusion is anomalous, in the sense that the mean-square displacement �r2�
� t�, where ��1, a situation known as subdiffusion. We study the conditions for the appearance of a diffusion-
driven instability and show that the restrictive conditions for a Turing instability are relaxed. This implies that
systems whose kinetics are not of the activator-inhibitor kind can have a Turing instability and a modulated
final state. We demonstrate our results with numerical calculations in two dimensions using a generic Turing
model.
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I. INTRODUCTION

In 1952, Alan Turing �1� first pointed out that stable sta-
tionary spatial patterns could be a result of a diffusion-driven
instability, and that many facts in morphogenesis could be
understood by this mechanism. The equations that Turing
proposed are coupled nonlinear partial differential equations
known as reaction-diffusion systems, in which chemical sub-
stances, or morphogens, diffuse in a medium and react
chemically among themselves. There are many reaction-
diffusion models that have been expressly made to study
specific phenomena in chemistry �2�, ecology �3�, and biol-
ogy �4�, and in many of them there exists the possibility of a
Turing instability �for a review, see �5��.

Among the conditions that must be met in order to pro-
mote a Turing instability in a two-component activator-
inhibitor system are that the trace of the Jacobian must be
negative and that the diffusion constants should be very dif-
ferent. The latter condition is very difficult to meet in real
systems, and it was not until 1990 that a chemical reactor
producing spatial patterns through a Turing instability was
realized in the laboratory �CIMA reaction� �6�.

Finding chemicals that diffuse differently in a medium,
together with the difficulty of identifying morphogens in
complicated systems, prevented the detection of Turing pat-
terns in real biological systems for a long time. One of the
first indications that the Turing mechanism could explain the
pattern on the skin of some marine fish was published in
1995 �7�, but it was not until 2006 that it was demonstrated
experimentally that the pattern of folicles on the skin of mice
most certainly is produced by a Turing instability �8�.

The formation of Turing patterns in systems with anoma-
lous diffusion has been studied before. The regime of super-
diffusion has been modeled with spatial fractional deriva-
tives in the asymmetrical case, and in curved surfaces �9�.
The interesting results are that Turing patterns acquire a ve-
locity that depends on the anomalous diffusion exponent, and
that the range of diffusion coefficients ratio �D� in which
Turing patterns appear is wider, to the extreme that even
when D=1, Turing patterns are predicted. This obviously
increases the potential applicability of Turing models to real
situations.

Subdiffusion has acquired relevance in the past decades
because it has been detected experimentally in several sys-

tems, such as porous media �10�, glasses �11�, transport
through cell membranes �12,13�, and other biological sys-
tems �14�. Contrary to the case of superdiffusion �15,16�,
modeling chemical reactions in the presence of time frac-
tional derivatives is still an open question �17,18�. The prob-
lem of modeling subdiffusion with time fractional deriva-
tives is that, under a similar hypothesis about chemical
reactions, it is possible to derive various reaction subdiffu-
sion equations whose properties and solutions are totally dif-
ferent �18�.

Studies of subdiffusion in reaction-diffusion systems us-
ing time fractional derivatives �19� have shown that the con-
ditions for a Turing instability are not different from the
usual conditions for special cases of subdiffusion �20�. Here
we show that there is a new way of obtaining Turing patterns
with subdiffusion. Furthermore, we analyze the general situ-
ation of two-component systems with different anomalous
exponents.

This paper is organized as follows. In Sec. II, we make a
brief description of the state of the art in modeling anoma-
lous diffusion with fractional derivatives, and mention some
of the real systems that might be suitable to be treated with
these tools. In Sec. III, we describe in detail the modeling of
subdiffusion with fractional time derivatives. In Sec. IV, we
analize a two-component reaction-diffusion system and give
general conditions for a Turing instability to appear. In Sec.
V, we demonstrate the predictions of the analysis by exhib-
iting numerical calculations in a generic Turing model used
by us before �21�, and in Sec. VI we summarize our results
and draw some conclusions.

II. ANOMALOUS DIFFUSION AND FRACTIONAL
DERIVATIVES

Diffusion is a common phenomenon in Nature and is a
mechanism of transport that reflects the physical properties
of the system in which it takes place, as the temperature, the
space dimensions, the geometrical structure of the domain in
which it happens, and the type of interactions between the
diffusive substance and the medium. The connection be-
tween diffusion and the microscopic components of matter
was first explained by Einstein �22�, and an essential ingre-
dient of his explanation is that the process is basically sto-
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chastic, due to the enormous number of particles involved in
the transport process. Because of the central limit theorem,
the random walks performed by these particles produce a
normal distribution for their positions at times long com-
pared with the mean time interval between successive jumps,
which implies that the mean-square displacement grows as
�r2�� t. Most diffusion processes obey this law. However,
around 1926, Richardson �23� found that diffusion in turbu-
lent media is anomalous, since �r2� does not grow linearly
with time, and by the 1960s many other systems were found
to exhibit anomalous diffusion. A good example is the diffu-
sion of charged particles in amorphous solids �24�.

In 1965, Montroll and Weiss �25� introduced the concept
of continuous-time random walks �CTRW� as a possible ex-
planation of anomalous diffusion �26,27�. In the 1990s it was
realized that, under certain circumstances, the CTRW formal-
ism is equivalent to a macroscopic description of the walkers
density by a generalized diffusion equation, in which the
differential operators are replaced by fractional derivatives
�28–30�.

In general, anomalous diffusion is characterized by �26�

�r�t�2� � t�, � � 1,

�r�t�2� � t ln�t� , �1�

where the anomalous exponent is ��1 for superdiffusion
and ��1 for subdiffusion. These expressions obviously im-
ply that the central limit theorem is not fulfilled, but gener-
alized concepts, such as Lèvy distributions �26,31�, allow us
to derive evolution equations for these kinds of phenomena.

In Table I, we summarize the situation related to anoma-
lous diffusion and give some examples of real systems in
which each type of anomalous diffusion appears.

III. SUBDIFFUSION MODELED WITH TIME
FRACTIONAL DERIVATIVES

Let us start by briefly reviewing the basic relation be-
tween continuous-time random walks and anomalous diffu-
sion. Suppose that in a random walk the time between two
steps is a random variable � defined by a probability distri-
bution ����. Then the time to take N steps is t=�i=1

N �i, and
the probability to find the walker in position X at time t �if it
was at X=0 when t=0� is

P�X,t� = ��X�	
t

	

����d� + 	
0

t 	
−	

	


�X − x,t − ��P�x,��dxd� ,

�2�

where 
�X−x , t−�� is the probability that a step of size X
−x takes place after a waiting time of t−� in the time interval
�� ,�+d��. In this case, the step and waiting time distribu-
tions are given by

��x� = 	
0

	


�x,t�dt ,

��t� = 	
−	

	


�x,t�dx . �3�

Taking the Fourier and Laplace transforms of Eq. �2�, we
obtain

P̃̂�k,s� =
1 − �̂�s�

s

1

1 − 
̃̂�k,s�
, �4�

and assuming that the steps and the time intervals are inde-

pendent variables, we may write 
�x , t�=��x���t�⇒ 
̃̂�k ,s�
= �̃�k��̂�s�, which could be substituted into Eq. �4� to obtain

TABLE I. Different types of diffusion.

Selected examples Mathematical treatmenta Equation

Normal Diffusion Most physical, chemical, Random walk → �t�=D�2�

�x2�� t and biological systems CLT→Fick’s law

Anomalous Subdiffusion Disordered solids CTRW → �t
�=D�2�

�x2�� t �1 Porous media Power-law waiting time 0��1

Biological tissues distributions → �time fractional derivatives�
Transport through Fick’s law with memory

cell membranes effects

Anomalous Superdiffusion Plasma physics CTRW+Lèvy flights �t�=D�s
�

�x2�� t �1 Chaotic dynamics → generalized CLT 1��2

Turbulence → nonlocal Fick’s law. �space fractional derivatives�
Transport in polymers

Epidemics and foraging Correlated random walks
and Lèvy walks

Probabilistic master equations

aCLT denotes Central limit theorem; CTRW denotes continuous-time random walk.
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P̃̂�k,s� =
1 − �̂�s�

s

1

1 − �̃�k��̂�s�
. �5�

If the first moment of ��t� and the second moment of ��x� do
not exist, and furthermore

��t� � t−�1+��, t � 1, 0 � � � 1, �6�

��x� � 
x
−�1+��, x � 1, 1 � � � 2, �7�

then it can be shown from Eq. �5� that the time evolution of
the probability density reduces to

c��P�X,t�
�t� = D�,�

��P�X,t�
�
X
�

,

P�X,0� = ��X� ,

0 � � � 1, 1 � � � 2, �8�

which is a generalized symmetric diffusion equation. In here
the time operator is the Caputo fractional derivative of order
� �32�, and the spatial operator is the Riemann-Liouville
fractional derivative of order � �28,29,33�. The explicit form
of these operators in one-dimensional systems is

c��P�X,t�
�t� =

1

��1 − ��	0

t

�t − ��−��P�X,��
��

d� ,

��P�X,t�
�
X
�

=
1

��2 − ��
�2

�X2	
−	

	


X − Y
1−�P�Y,t�dY ,

0 � � � 1, 1 � � � 2. �9�

Subdiffusion can be modeled as a special case of Eq. �8�,
c��P�X,t�

�t� = D��2P�X,t� ,

0 � � � 1, �10�

if the waiting time distribution is given by Eq. �6�, and the
second moment of the jump probability distribution is finite.
This type of situation could arise when there are regions in
the diffusive medium where the walker could be trapped
�26,34�. Another way of obtaining Eq. �10� is by the use of
fractional master equations �35�, in which the time derivative
of the probability distribution is substituted by a fractional
derivative of order �� �0,1�. It is worth pointing out that
some authors �28,29,32,36� say that Eq. �6� is a sufficient
condition to obtain Eq. �10�. However, there are studies �37�
that show that it is only necessary. Fourier transforming Eq.
�10�, we obtain

c��P̃�k,t�
�t� = − D�k2P̃�k,t� , �11�

whose solution is P̃�k , t�=E��−D�k2t��. The Mittag-Leffler
function of order � �38,39� can be written as a series,

E��z� = �
n=0

	
zn

���n + 1�
, �12�

which could be interpreted as a generalization of the expo-
nential function. Now, multiplying Eq. �10� by x2 and inte-
grating over all the domain, we get

c���x2�
�t� = 2D�, �13�

which implies that

�x2� =
2D�

��1 + ��
t�,

0 � � � 1, �14�

recovering the characteristic behavior of subdiffusion.

IV. ANALYSIS OF A GENERAL REACTION-DIFFUSION
SYSTEM WITH TWO COMPONENTS

In this section, we shall investigate the effects of subdif-
fusion in reaction-diffusion systems with two morphogens.
As mentioned before, one way of doing this is to write the
reaction-diffusion equations with fractional derivatives in
time �9,17,40�. There have been studies analyzing the mod-
eling of the reactive part in the presence of subdiffusion
�18,20,41�, but there are still many interesting things to be
discovered.

A dimensionless two-chemical reaction-diffusion system
can be written as

�u

�t
= D�2u + �f�u,v� ,

�v
�t

= �2v + �g�u,v� , �15�

where u and v are related to the concentrations of two chemi-
cals, while f and g are nonlinear functions representing the
kinetics of the chemical reactions. Observe that the distance
and time are also dimensionless quantities, measured in units
given by �. Usual linear stability analysis at k=0 takes out
all effects of diffusion, which is not necessarily the case
when anomalous diffusion is present. In the case of
subdiffusion-controlled chemical reactions, it has been
shown �18,42–44� that the standard reaction kinetics, as de-
rived from the law of mass action, is not applicable. A suit-
able model for this situation can be written as

c�u

�t = D�2u + �f�u,v� ,

c��v
�t� = �2v + �g�u,v� ,

0 � , � � 1. �16�

Note that in this form the evolution of the uniform state is
controlled by subdiffusion, even if the spatial term is not
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present �k=0�. Considering the CTRW, there is a problem to
describe chemical reactions in the presence of subdiffusion,
because the kinetics could take place during the waiting
times, or not. This is reflected in the presence of time frac-
tional derivatives acting on the reacting terms �17,20�. The
model in Eq. �16� corresponds to the one thoroughly studied
by Langlands et al. �20�, who showed that when =��1, a
Turing instability exists, and that the conditions for its ap-
pearance are the same as for the normal reaction-diffusion
systems. They also showed that the patterns produced are
very similar in both cases. Although we agree with these
results, we shall show that the Turing conditions could be
met in new situations, previously undetected.

Also for =��1, Gafiychuk et al. �19,40,45� pointed out
that the anomalous exponent is a bifurcation parameter with
a certain critical value c that separates a regime of station-
ary Turing patterns from an oscillatory cellular instability,
more commonly known as a Hopf-Turing bifurcation.

Using a generalization of Eq. �16�, Nec and Nepomnyash-
chy �46� studied an activator-inhibitor model where frac-
tional derivatives of different exponents act both on diffusion
and reaction terms. They show that for a Turing instability to
exist, the system must fulfill more severe restrictions than the
analogue for normal reaction-anomalous diffusion.

Finally, it is important to mention Yadav and Hoer-
sthemke’s work �47�. Their model for chemical reactions, in
the activation-controlled limit in the presence of subdiffu-
sion, has the property that the Turing instability persists, but
the characteristic band of unstable modes and critical diffu-
sion coefficient ratio are both modified due to memory ef-
fects in the transport process. It is interesting to mention that
in this model, unlike Eq. �16�, reaction and subdiffusion pro-
cesses are not separable, which means that the non-
Markovian nature of subdiffusion results in a nontrivial com-
bination of reactions and spatial dispersal.

Although the linear analysis of the model of Eq. �16� has
been published elsewhere �17,19,40,45�, it is convenient to
write it down here in detail in order to appreciate the new
results that emerge from it.

Linearizing around a fixed point and setting the scale fac-
tor �=1 for simplicity, we may write

c�u

�t = D�2u + a11u + a12v ,

c��v
�t� = �2v + a21u + a22v , �17�

where aij are the elements of the Jacobian of the kinetics.
Applying Fourier and Laplace transforms to Eq. �17�, we
obtain

sU − s−1U�k,0� = − Dk2U + a11U + a12V ,

s�V − s�−1V�k,0� = − k2V + a21U + a22V , �18�

where U and V are given by

U = 	
−	

	 	
0

	

eikxe−stu�x,t�dtdx = F„L�u�… ,

V = 	
−	

	 	
0

	

eikxe−stv�x,t�dtdx = F„L�v�… .

Solving the system of Eqs. �18�, we get

U�k,s� =
�s� + Dk2 − a22�s−1U�k,0� + s�−1a12V�k,0�

S�k,s�
,

V�k,s� =
�s + Dk2 − a11�s�−1V�k,0� + s−1a21U�k,0�

S�k,s�
.

�19�

The time evolution of u�k , t�=L−1(U�k ,s�) is given by the
singularities of Eq. �19�, that is, the zeros of the function

S�k,s� = s+� + s��Dk2 − a11� + s�k2 − a22� − k2�a11 + Da22�

+ Dk4 + �a11a22 − a12a21� . �20�

This expression should be used for the instability analysis of
the system near the fixed points by solving the equation

S�k,s0� = 0. �21�

For any arbitrary values of the anomalous exponents  and
�, s0�k� could be studied numerically as a function of the
relevant parameters �scale factors, diffusion coefficient ra-
tios� to determine when instabilities should appear in the
system of Eq. �17�. In particular, the conditions for a Turing
instability are

Re�s0�k = 0�� � 0 �22�

and

Re�s0�k�� � 0 �23�

for some k�0.
Observe that when =�, the Mittag-Leffler functions �see

Eq. �12�� are the appropriate extensions of the exponential
function. Therefore, U�k ,s� and V�k ,s� can be written in
terms of the Laplace transform of these functions �20�. Do-
ing this, Langlands et al. �20� used the asymtotic behavior of
the Mittag-Leffler functions to investigate the Turing insta-
bility, and concluded that the conditions for a Turing insta-
bility are analogous to the ones in normal diffusion. How-
ever, we have found that there is a further possibility of
having a Turing instability in this case, which was previously
undetected. In order to appreciate this, we find it pertinent to
explain in detail the complete procedure to obtain the solu-
tions of the model when =��1 using the approach sug-
gested by Gafiychuk et al. �40�. We start with the Fourier
transform of Eq. �16�,

c�

�t�ũ

ṽ
� = �− Dk2 + a11 a12

a21 − k2 + a22
��ũ

ṽ
� = A�k��ũ

ṽ
� .

�24�

Transforming to the representation �e1 ,e2� in which A�k� is
diagonal, we obtain
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c�

�t�e1

e2
� = ��1 0

0 �2
��e1

e2
� , �25�

where �i�k�= 
�i
ei�i�k� are the complex eigenvalues of A�k�.
Therefore, any solution of the system can be written as a
linear combination of the eigenvectors,

ei�k,t� = ei�k,0�f��i�k�t� �i = 1,2� , �26�

where f��it� is a function that obeys

c�f��it�
�t = �i f��it� ,

f�0� = 1, �27�

whose solutions are the Mittag-Leffler functions E��t�. In-
stead of using directly the asymptotic properties of these
functions, we shall obtain their explicit form by applying
Laplace transform techniques. From the results of the Appen-
dix, we can write the solutions of Eq. �25� as

ei�k,t�

= ei�k,0��K„,�i�k�,t… + I„,�i�k�,t…� if ��i�k�

� � � ,

ei�k,0�I„,�i�k�,t… if ��i�k�

� � � ,�

�28�

where the functions I( ,�i�k� , t) and K( ,�i�k� , t) are the
inverse transforms given by Eq. �A10�, and are

I„,�i�k�,t…

= −
sin���

�
	

0

	 r−1e−
�i�k�
1/rtdr

e−i��i�k��r2 − 2r cos��� + e−i��i�k�� ,

K„,�i�k�,t… =
1


exp�
�i�k�
1/tei��i�k�/��, i = 1,2.

�29�

The eigenvalues of the stability matrix �A�k�� are given by

�1 =
TrA�k�

2
+

��TrA�k��2 − 4h�k��1/2

2
,

�2 =
TrA�k�

2
−

��TrA�k��2 − 4h�k��1/2

2
, �30�

where

TrA�k� = − k2�D + 1� + �a11 + a22� ,

h�k� = Dk4 − k2�a11 + Da22� + det A�0� . �31�

From Eq. �29�, we can conclude that

ei�k,t� is unstable ⇔ 
�i�k�
 �
�

2
,

stable ⇔ 
�i�k�
 �
�

2
.� �32�

From here one can see that if both eigenvalues are real and
negative ��i=��, then the system is stable and no Turing
instabilities are possible. If both are real and one of them is
positive �the other is always negative�, then the system be-
comes unstable, and the conditions for this are exactly the
same as for the case =1. However, if the roots are complex
��i�0,��, then there is a critical value of  for which the
solution of Eq. �27� becomes marginally stable �notice that
now it is possible for the system to be linearly stable even if
Re��i��0�, in the sense that for �c the system is stable
and if �c it becomes unstable. This critical value c only
exists if TrA�k��0 �since �i�

�
2 is always fulfilled other-

wise� and it is given by

c�k� =
2

�
arctan�� 4h�k�

�TrA�k��2 − 1� , �33�

where the quantities are defined in Eq. �31�.
The Turing conditions require the stationary homoge-

neous state �k=0� to be stable, and also that the system
should become unstable under perturbations with finite
wavelength. According to Eq. �33�, when there are chemical
reactions in the presence of subdiffusion, the first condition
�Eq. �22�� can be satisfied in two ways, either

a11 + a22 � 0,

a11a22 − a12a21 � 0, �34�

or

a11 + a22 � 0,

4�a11a22 − a12a21� � �a11 + a22�2,

c�0� �  , �35�

which is impossible for the case of normal diffusion. The
difference between these two situations is illustrated in
Fig. 1.

When Eq. �34� is fulfilled, c does not exist, and to fulfill
the condition in Eq. �23� it is necessary that h�k��0, which
implies that �a11+Da22��0, D�1, and sgn�a11��sgn�a22�.
This is the result found before �20�, and corresponds with the
normal conditions for a diffusion-driven instability. It is clear
that the critical ratio of diffusion coefficients is exactly the
same as for normal diffusion, as its evaluation can be carried
out exactly in the same manner. However, when the chemical
kinetics satisfy Eq. �35�, there are two possibilities for an
instability to appear for some k�0, depending on the sign of
TrA�k� and on the value of the anomalous exponent . On
the one hand, it is easy to see from Eqs. �32� that when
TrA�k��0, the unstable modes must satisfy either

4h�k� � �TrA�k��2 ⇒ Im��i�k�� = 0, k � 0

or
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4h�k� � �TrA�k��2 ⇒ Im��i�k�� � 0,  � c�k� .

It is worth noticing that it is possible to have an instability
even when h�k��0, which is impossible in the case of nor-
mal diffusion. On the other hand, if TrA�k=0��0 and
TrA�k�0��0 for some values of k, then one requires that
h�k� ��0 for an instability to be pumped up. Notice that
now the last inequality does not imply that sgn�a11�
�sgn�a22�. Furthermore, since c is a continuous function of
k, one could encounter Hopf, Turing, or Turing-Hopf bifur-
cations. For a pure Turing instability to appear, it is necc-
esary to fulfill Eq. �22� in all the region where Tr�A�k���0.
Therefore, it is required that

min�c�k�� �  for �0 � k � k0� , �36�

where k0 is the wave number in which TrA�k0�=0. This
minimum is different from zero only if h�k0��0, in which
case c�k� is a monotonically increasing function, its mini-
mum value is at k=0, and its maximum is c�k0�=1.

The physical interpretation of this result is that the stabil-
ity of the uniform steady states depends not only on the
particular characteristics of the reaction, but also on the un-
derlying transport processes. For certain reaction-
subdiffusion conditions, an unstable chemical steady state
can be stabilized. Regarding the Turing instability as such,
this result predicts that stable patterns can be obtained using
reaction kinetics that is not necessarily of the activator-
inhibitor kind.

In Fig. 2�a�, we show a case in which no Turing bifurca-
tion is expected, since the minimum of ac is zero, while in
Fig. 2�b� all the conditions mentioned above are met and a
Turing instability is expected.

Finally, we want to stress that the function S�k ,s� could be
used to investigate numerically the general case of arbitrary
anomalous exponents, but only as a guide, since the long-
time behavior of the system should be studied with care. In
what follows, we shall illustrate the results obtained by deal-
ing with the problem numerically.

V. NUMERICAL CALCULATIONS

Here we study numerically pattern formation with subdif-
fusion using a reaction-diffusion model put forward by us
�21�. This system presents a rich variety of instabilities and
has been used in the past to treat various problems in physics
and theoretical biology. Its explicit form is

�u

�t
= D��2u + au�1 − r1v

2� + v�1 − r2u� ,

�v
�t

= ��2v + bv�1 + �ar1/b�uv� + u�� + r2v� , �37�

where the peculiar form of the kinetics is explained else-
where �21�. To study the appearance of Turing instabilities in
the presence of subdiffusion, we shall substitute, the time
derivatives by fractional derivatives.

Since the issue of pattern selection is an important one,
the numerical calculations were done in two dimensions fol-
lowing the procedure described by Barrio et al. �21� concern-
ing the lattice size, the implementation of periodic boundary
conditions, and the numerical representation of the spatial
derivatives. The system to be integrated in time is

c�u

�t = D��2u + a11u + a12v − r2uv − �a11r1�v2,

c��v
�t� = ��2v + a21u + a22v + r2uv + �a11r1�uv2,

0 � , � � 1, �38�

where a12=1, �=a21, a=a11, b=a22. Observe that this system
in general has three fixed points. However, for simplicity we
shall set a11=−a21, so that there is only one fixed point at
�u ,v�= �0,0�.

We used the discretization of the Caputo fractional deriva-
tives proposed by Gorenflo and Abdel-Rehim �48�, namely

(a) (b)

FIG. 1. Stability diagram for the homogeneous state �k=0� for
�a� normal diffusion and �b� subdiffusion c=0.3919. The region
labeled 1 corresponds to oscillatory stable states, in region 2 there
are nonoscillatory stable states, in region 3 there are unstable
nonoscillatory states, and in region 4 there are oscillatory unstable
states. Notice that the region with possible Turing instabilities is
larger for subdiffusion.

(a) (b)

FIG. 2. �a� The imaginary and real parts of �, TrA, and c as
functions of k2, for h�k0��0. Notice that min�c�=0. �b� The same
for h�k0��0. Notice that c is defined only in the region where the
trace is positive, and its maximum value is 1.0 at k0.
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� c�yi,j

�t �
tn+1

= �
m=0

n+1

�− 1�k�

m
� yi,j�tn+1−m� − yi,j�t0�

��t� ,

�39�

where yij�tn� is the function evaluated at the point �i , j� in a
two-dimensional grid, and at a discrete time tn. The quantity
�t represents the time step, which was chosen to be 0.01.
Observe that the system has a memory of n+2 time steps,
and there is a need to store all this information in the com-
puter memory. There is a numerical difficulty with the com-
binatory factors, and much attention should be put in order to
avoid losing significant figures with big numbers. This prob-
lem was solved by using the recurrence relation

�

m
� = − �1 −

1 + 

m
�� 

m − 1
� . �40�

Observe that for m=1, the combinatory factor is , and
the coefficient for m=0 is 1 in Eq. �39�. In principle, the
number of terms in the summation grows with time, and the
calculation becomes rapidly unmanageable. Therefore, in
practice we only retain terms whose coefficients are larger
than 10−7. In the worse of cases, the number of terms needed
in the memory was 800. We found that more terms are
needed when the anomalous exponents are smaller.

A. Turing patterns when Tr[A(k=0)]�0

We start by observing that, according to linear analysis
results, Turing patterns with normal diffusion are formed
when a11=0.899, a22=−0.91, a12=1, a21=−a11, �=2, D
=0.516. Using these values for the parameters, we are com-
plying with the normal Turing conditions of Eq. �34�, and we
can calculate explicitly s0�k� in the case of subdiffusion. For
the values =0.92 and �=0.88, we found that s0�k� re-
sembles the dispersion relation of a normal Turing system. In
Fig. 3�a� we show the plot for s0�k�, and in Fig. 3�b� we show
the calculated Turing pattern in a grid of 100�100 with
periodic boundary conditions and random initial conditions.
The pattern converged after 380 000 time steps with a spatial
step dx=1. Notice that, although the anomalous exponents
are not equal, Turing patterns appear.

Is important to mention that for different exponents, the
homogeneous state �k=0� could be linearly stable or not,

depending on how different the exponents are. In Fig. 4, we
show an example, keeping the value of  constant. Observe
that the real part of s0�0� is negative when −� is small, and
it is positive when large. Former studies �20� concluded that
systems with subdiffusion present Turing patterns in the
same region where they appear in systems with normal dif-
fusion, when the two anomalous exponents are equal. We
find that this region is also achievable when the exponents
are different, although the value of the difference has to be
small.

The function s0�k� is not a dispersion relation in general.
However, it provides a good guide to predict the appearance
of a Turing instability. For instance, we verified the predic-
tions for k=0 by calculating the phase portrait and we are
convinced that the homogeneous state is an attractor for the
parameters of Fig. 3 and of Fig. 4�a�.

Turing patterns with anomalous diffusion are obtained
with the set of linear parameters of Fig. 3, and two different
sets of values for the anomalous exponents. This is shown in
Fig. 5. Observe that the cubic nonlinearity is predominant
and favors stripes while a quadratic one, as in Fig. 3�b�,
favors spots, as found for normal diffusion �21�.

The similarity of the patterns shown in Fig. 5 and Fig.
3�b� with the patterns obtained with normal diffusion is to be
expected, since the effect of anomalous diffusion is only felt
in the dynamical temporal evolution of the system, and once
a Turing pattern is settled the system becomes stationary.
Therefore, after convergence, the final patterns should be a
solution of the Poisson equation,

�2u = −
1

�D
�a11u + a12v − r2uv − �a11r1�v2� ,

(a) (b)

FIG. 3. �a� Zeros of the function S�k ,s� for exponents =0.92,
�=0.88. �b� Turing pattern obtained with this set of exponents and
nonlinear parameters r1=0.02 and r2=0.2, corresponding to spots.

(a) (b)

FIG. 4. Zeros of the function S�k ,s� for two sets of exponents.
�a� −�=0.04; �b� −�=0.1.

(a) (b)

FIG. 5. Turing patterns obtained when �a� =0.95, �=0.92, r1

=3.5, r2=0; �b� =0.92, �=0.88, r1=3.5, r2=0.
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�2v = −
1

�
�a21u + a22v + r2uv + �a11r1�uv2� , �41�

regardless of the presence of subdiffusion.

B. Turing patterns when Tr[A(k=0)]�0

One of the important results reported here is that Turing
patterns can develop in a system with =��1 and Tr�A�k
=0���0. This should open a wider range of possibilities of
application of Turing models to biological systems because
the restrictive conditions on the parameters imposed by the
normal conditions are no longer there, namely, the sign of the
cross terms, and of the diagonal terms of the Jacobian are not
required to be different �4�.

We can demonstrate numerically the formation of Turing
patterns when the trace of the Jacobian matrix is positive,
and the conditions are those of Eq. �35�. Using the values
a11=0.91, a22=−0.7, a12=1, a21=−a11, �=2, and D=035, the
BVAM model satisfies such conditions. The corresponding
analysis of the zeros of S�k� is shown in Fig. 6�a�. It is
important to notice that for these parameters one has that

Re���k��
k=0�0, 
Im���k��
k=0�0, and h�k0��0. Conse-

quently, for a Turing instability to appear one requires that
the anomalous exponent �min�c�k��=c�0�=0.8712.
Therefore, we choose =0.8.

In Fig. 6�b�, we show the eigenvalue behavior for the
former set of parameters. Observe that the real part of the
eigenvalues is positive for small k and one should expect that
if one performs a numerical calculation of the model with
normal diffusion with these parameters, starting with random
initial conditions around the uniform state, the solution
would oscillate. We have confirmed this statement in numer-
ous calculations.

We have solved numerically the BVAM model using the
parameters of Fig. 6 for �=2 and the nonlinear parameters
r1=0.02 and r2=0.2, and r1=3.5, r2=0. The calculation was
initialised with a small random perturbation around �u ,v�
= �0,0�. The results are shown in Fig. 7, where the Turing
patterns produced are seen to be rather similar to the ones
obtained before.

It is important to emphasize that the pattern obtained is
also a solution of Eq. �41�, and it might be a stable solution

of the model with normal diffusion. We have verified that
this is indeed the case. This means that there are Turing
patterns that are not normally predicted by the usual linear
analysis, in particular one never predicts patterns when TrA
�0. Furthermore, the basin of attraction for this stationary
pattern is different for the cases of normal and anomalous
diffusion. We have investigated this numerically as well, by
starting a calculation for normal diffusion using the pattern
of Fig. 7 as an initial condition and superimposing a random
noise of �u0=�v0=0.005. Finally, one can stress that subdif-
fusion enables one to find a path in phase space to a Turing
pattern, starting from a perturbation around the uniform
state, which is impossible in the case of normal diffusion.

VI. CONCLUSIONS

We have studied subdiffusion modeled with Caputo frac-
tional time derivatives in reaction-diffusion systems. We in-
vestigated the instabilities in such systems for arbitrary val-
ues of the anomalous exponents  and � in the range �0, 1�
by solving S�k ,s�=0. The zeros of this function �s0�k�� pro-
vide a good guide to investigate the regions of parameter
space in which a Turing instability might be present. Nu-
merical calculations show that Turing patterns are obtained
when the real part of s0�k� is negative for k=0, and positive
for some value of k�0. We also found that in the case 
=��1, Turing instabilities appear in the same regions of
parameter space when Turing patterns are formed with nor-
mal diffusion. An important result is that we predict the for-
mation of Turing patterns in new regions of parameter space
where the normal Turing conditions are not met. In particu-
lar, there is the possibility of forming Turing patterns when
TrA�k��0, which implies that the condition sgn�a11�
�sgn�a22� can be relaxed, since the condition a11+a22�0 is
no longer needed. This result is important, since more gen-
eral reaction kinetics, not necessarily that of the activator-
inhibitor kind, can produce Turing patterns.

In general, the Turing instability analysis can be per-
formed for arbitrary values of the anomalous exponents. The
homogeneous state remains stable if the difference between
the anomalous exponents is sufficiently small. The critical
value of this difference can be calculated numerically, as
well as the existence of Turing instabilities when TrA�k�
�0. In this case, to assure the stability of the homogeneous

(a) (b)

FIG. 6. �a� Zeros of S�k� for =0.8�c�0�, using the param-
eters a11=0.91, a22=−0.7, a12=1.0, a21=−a11, �=2, D=0.35. �b�
Eigenvalues of A�k� around the stationary state. A plot of the TrA�k�
and of the function c�k� is also shown as a reference.

(a) (b)

FIG. 7. Turing patterns obtained with =�=0.8, a11=0.91,
a22=−0.7, a12=1, a21=−a11, �=2, D=0.35. �a� r2=0.2, r1=0.02.
The pattern converged after 400 000 time steps. �b� r2=0, r1=3.5.
The stripes shown correspond to the iteration number 2.7�106.

HERNÁNDEZ, VAREA, AND BARRIO PHYSICAL REVIEW E 79, 026109 �2009�

026109-8



state, the anomalous exponents must fulfill  ,��c�0�,
where c�0� is the critical value corresponding to the same
parameters when =�.

The extension of the Turing conditions found here is im-
portant, since there should be real biological and chemical
systems that do not meet the Turing conditions with normal
diffusion, yet meeting these new conditions for anomalous
diffusion. As mentioned before, there are many real biologi-
cal systems that show evidence of anomalous diffusive pro-
cesses, particularly in living tissues �13,49,50�.

It is important to remark that once a Turing pattern is
formed it is not possible to know if there is subdiffusion,
since the stationary Poisson equation fulfills the same bound-
ary conditions and does not depend on time. We verified that
the Turing pattern formed with a system with subdiffusion,
and with parameters such that TrA�0��0, is stable by per-
forming a numerical calculation in a system with normal
diffusion and the same parameters using random deviations
around this pattern. The basin of attraction is reasonably
large, but it does not contain the uniform state. Perturbations
around the uniform state in conditions with normal diffusion
do not result in a Turing pattern, but to oscillations of large
wavelength. The finding that Turing patterns can be obtained
in different ways opens up the possibility of designing new
experimental reactors in which the Turing instability could
be observed. It is worth emphasizing that most of our results
are independent of the particular kinetics used.

Finally, this general study of subdiffusion, together with
previous results from other models of subdiffusion and su-
perdiffusion, allows us to conclude that the physical pro-
cesses that cause anomalous diffusive behaviour favor the
formation of Turing patterns.
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APPENDIX A: SOLUTION OF THE FRACTIONAL
DIFFERENTIAL EQUATION

We need to solve the following equation:

c�u

�t = �u ,

u�0� = 1, 0 �  � 1. �A1�

The Caputo fractional derivative �Eq. �9�� is given by

c�u

�t =
1

��1 − �	0

t

�t − ��−�u

��
d� . �A2�

Taking the Laplace transform and noting that Eq. �A2� is a
convolution, we obtain

1

��1 − �
L�t−�L� �u

�t
� = �L�u� �A3�

or

1

��1 − �
���1 − �s−1��sû�s� − 1� = �û�s� . �A4�

Solving for û�s�, we obtain

û�s� =
s−1

s − �
. �A5�

Taking the inverse transform, we finally arrive at

u�t� =
1

2�i
	

�−i	

�+i	 ests−1

s − �
ds , �A6�

where � is larger than the real part of all singularities. There
are simple poles and a branch cut in the negative real axis.
Therefore, we choose the Bromwich contour �51�, where the
integrals along the circular segments vanish, and the only
contributions are along the negative real axis, �2 above and
�3 below. Therefore,

u�t� = � res� ests−1

s − �
� −

1

2�i�	�2

û�s�estds + 	
�3

û�s�estds�
= � res� ests−1

s − �
� −

1

2�i
�	

−	

0 extei�
x−1ei��−1�ei�dx

xei� − �

+ 	
0

	 exte−i�
x−1e−i��−1�e−i�dx

xe−i� − �
�

= � res� ests−1

s − �
� −

1

2�i�	0

	 ei�x−1e−xtdx

xei� − �

− 	
0

	 e−i�x−1e−xtdx

xe−i� − �
�

= � res� ests−1

s − �
� −

sin���
�

���	
0

	 x−1e−xtdx

x2 − 2�x cos��� + �2� . �A7�

The poles are found when s0
−�=0. That is,

s0
 = 
�
1/ei��+2n��/,


�� + 2n��/
 � �, n � N . �A8�

However, since �1, then 
��+2n�� /
��⇒n=0. Ac-
cordingly, the residue calculation gives
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� res� ests−1

s − �
� =

1


exp�
�
1/te�i�/�� . �A9�

Changing variable x= 
�
1/r and writting �= 
�
ei� in the last
integral of Eq. �A7�, we finally arrive at the solution of Eq.
�A1�,

u�t� =
1


exp�
�
1/te�i�/��

−
sin���

�
	

0

	 r−1e−
�
1/rtdr

e−i�r2 − 2r cos��� + e−i� .
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